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But even if the intellect is not simply a material system, we would still want
to know how it works. However, we must again be careful. It sometimes makes
sense to ask “how” something works, in the sense of seeking a “mechanism” by
which it happens, but sometimes it does not. For example, one can answer the
question of how a phonograph produces sound, or how a television produces a
picture. But it is not clear that it makes sense to ask “how” a mass produces a
gravitational held, say. In Newton’s theory, “mass” and “gravitational field” are
fundamental concepts. Newton's law of gravitation posits the existence of a rela-
tionship between them and gives a quantitative account of that relationship. But
it does not explain “how” the mass produces the field. As Newton himself said
in the famous concluding words of his Principia: “I have not been able to dis-
cover the cause of those properties of gravity from phenomena, and I frame no
hypotheses. . .. [It] is enough that gravity does really exist and act according to
the laws which we have explained, and abundantly serves to account for all the
motions of the celestial bodies, and of our sea.”” Similarly, Einstein’s theory,
while it gives a deeper understanding of what a gravitational field is, namely the
curving of space-time, does not explain “how” a massive body causes that cur-
vature, in the sense of a mechanism.

All we know about the human intellect is that it is capable of having insights,
of understanding meanings. By what mechanism? “How” does the intellect act
on the physical brain? What is the intellect made of? Far from requiring a
materialist answer, these questions may not even turn out to make any sense.
Sometimes we must have the patience to hold certain questions in abeyance
until we have the conceptual equipment and level of understanding that allows
us to distinguish the good questions from the bad ones. To repeat again the wise
words of Hermann Weyl: “One of the great differences between the scientist and
the impatient philosopher is that the scientist bides his time. We must await the
further development of science, perhaps for centuries, perhaps for thousands
of years, before we can design a true and detailed picture of the interwoven tex-
ture of Matter, Life, and Soul.”
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WHAT A ComPUTER DOES

As‘we saw in the last chapter, the materialist conceives of the human mind as
bemg no more than a computer in operation. In this chapter I am going to
explain some arguments, due to the philosopher John R. Lucas and the mathe-
matician Roger Penrose, and based on a powerful theorem proved by the logi-
cian Kurt Godel, that attempt to show that this conception cannot be right. ;
) What is a computer? The name itself tells us: it is a device that computes,
Qonmut@‘s‘ come in two types, analog and digital. The difference is somewhat
like thg difference between an hourglass and digital clock. The hourglass mea-
sures time by using a physical or mechanical process, while the digital clock
1'ed.uces time to numbers. At one time, very sophisticated analog computers were
l))\';lj}tl? \{iljt;‘;zngls“telz,?; \Z/ic;i';utslffl Itz aim the h‘u‘g”e guns f)n warships of World
[T vintag ) e advent of electronics, almost all computers
are digital. For the present discussions we can restrict our attention to digital
computers, since the issue which concerns us has to do with what computers
are capable of doing, and anything which could be done by an analog computer
can be simulated by a digital computer. ‘

Digit‘al computers manipulate numbers. The numbers they display for us are
}15Lmlly in the decimal, or base-10, notation that we are taught in school. This
is true of the displays of most pocket calculators, for instance. The numbers that
computers use internally, however, are generally in binary, or base-2, form. That
is, instead of using the digits 0 through 9, they use the two “bits” or “binary digits”
Uand 1. These are not actually written out as “0” and “1” inside the compster,
of course; rather, 0 and 1 may be represented by some voltage having one
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value or another, or by some small piece of material being magnetized or not
magnetized. This illustrates an important point: computers deal with informa-
tion that is expressed in some kind of symbols, and it does not matter what par-
ticular symbols are used.

Rather than saying that computers manipulate numbers, then, it would be
more accurate to say that they manipulate symbols. The symbols could stand for
numbers, but they could also stand for words, or moves in a chess game, or even
nothing at all. Computers manipulate these symbols using a rote procedure,
called a “program” or “algorithm.” At every step of its operations, the program
or algorithm tells the computer exactly which manipulations to perform.

The idea of an algorithm may seem foreign to those who have not worked
with computers, but actually almost everyone is familiar with certain simple
algorithms. The procedures we all learned in grade school for doing addition,
subtraction, multiplication, and long-division are algorithms. In doing a long-
division problem, for example, we do a sequence of simple steps involving the
symbols 0 through 9 in accordance with a well-defined recipe. The “inputs” are
the numbers being divided, and the “output” is their quotient.

Now, for obvious reasons, mathematicians are very interested in this business
of manipulating symbols using algorithms. Not only can mathematical calcu-
lations be done in this way, as we just saw, but so can mathematical proofs. Ina
proof one starts with certain statements that are assumed to be true — these are
either unproven “axioms” or theorems that have been proven previously —and
derives from them some new theorem using certain “rules of inference.” A rule
of inference is a logical or mathematical rule that enables one to deduce state-
ments from other staternents. All of this can be done by computers. First, the
axioms and theorems have to be expressed in some symbolic language as strings
of symbols that the computer can manipulate, and then the rules of inference
have to be reduced to precise recipes for manipulating strings of symbols to pro-
duce new strings of symbols.

Let us give a simple illustration. Suppose that one of the axioms is thatx = x,
where x stands for any string of symbols. This axiom would tell us, for example,
that2=2 and 17 =17, and a + 2 = a + 2 are true statements. And suppose that
one of the rules of inference is that x + y on one side of an = sign can be replaced
by y + x, where x and y are strings of symbols.! For example, this rule of infer-
ence tells us that if we see 2 + 5 in a true statement, we may replace it with 5 + 2
and the statement will remain true. Similarly, we can replace a + b with b + a.
Now suppose that the theorem we are trying to prove is thata+ b +c=c+b+a.
One way to proceed (but not the shortest) is to take the following series of steps.
Start with

a+b+c=a+b+ec
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This is a true statement because of the axiom x = x, where x in the axiom is taken
to be a - b e Next, on the right-hand side of the =, replace b + cwithc + b
(an application of the rule of inference):

(switch)
This gives
a+b+c=a+c+bh

Then, use the rule of inference again to replace a + ¢ on the right-hand side of
the = with ¢ + a:

a+b+c=a+c+b.
(switch)
This gives
a+b+c=c+a+bh,

Finally, replace a + b with b + a on the right:

at+b+c=c+ag+h

switch

This gives the final result

a+b+c=c+h+a,

which is the result that we set out to prove,

Thisis a very simple example, but in fact even difficult proofs in mathematics
can be done by such mechanical methods of symbol manipulation. What this
indicates is that at least some forms of reasoning can be reduced to routine steps
that can be carried out by computers. But does this mean that a computer can
ha\ie the “power of reason” in the same sense that we do? Can a computer have
an intellect?

‘ln thinking about this question, it is important to keep in mind that there is
a distinction between being able to manipulate symbols correctly according to
some prearranged scheme and understanding the meanings of those symbols.
Avery good illustration of this is provided by the simple little proof that we just
gave of the formula a + b + ¢ = ¢ + b + a. What does this formula mean? Well,
an obvious meaning is suggested by the conventional usage of the symbols
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+ and =. Interpreted in this way, the formula is a statement about adding num-
bers. However, the formula could just as well be interpreted in other ways. For
example, the symbol + could be taken to stand for multiplication, in which case
the axioms, the rules of inference, and the entire proof are just as valid, as the
reader can easily check. In fact, the symbols in the formula might have noth-
ing to do with arithmetic at all. They might stand for words of the English lan-
guage. The symbol = might stand for any form of the verb to be; a, b, and ¢ might
stand for nouns; and + might stand for a conjunction like and. In that case, the
axioms, rules of inference, and proof are also valid. The formulaa + b +c=
¢ + b+ a could then mean that “Tom and Dick and Harry are Harry and Dick
and Tom,” or “bell and book and candle are candle and book and bell.”

We see, then, that reducing a process of reasoning to the level of mechanical
symbolic manipulation has the effect of draining it of most if not all of its mean-
ing. What is left is form without specific content. That is why such manipulations
are called “formal.” When mathematicians reduce a branch of mathematics to
such manipulations they say they are “formalizing” it, and the resulting system,
with its symbols, rules for stringing symbols together into formulas, axioms, and
rules of inference, is called a “formal system.” Computers operate on this for-
mal level, which is one reason that they cannot have any understanding of the
meanings of the symbols they manipulate. A computer does not know whether
the symbols it is printing out refer to numbers or to Tom, Dick, and Harry. It is
therefore only in a very restricted sense that we can say that computers “reason.”
What they can do is the mechanical parts of reasoning, which involve no under-
standing of meaning and therefore do not require intellect.

When we speak of “understanding” we put ourselves in much the same posi-
tion with respect to the materialist as when we speak of free will. For even
though materialists, as much as anyone else, actually do understand things,
including abstract concepts, they profess not to know what words like understand
mean. In order to be admitted into their lexicon such words must be defined
in what the materialist regards as a suitably “scientific” way. Butas we do not yet
have a theory that explains how we understand abstract concepts, and we can-
not fashion probes that can be inserted into brains or computers to detect the
presence of abstract understanding, it is hard to satisfy the demand puton us to
define “scientifically” what we mean. Of course, this demand is unreasonable,
since all scientific statements ultimately rely for their meaning (as Niels Bohr
emphasized) on other statements made in everyday language whose meaning is
Jerived from ordinary experience. One could not teach science to a person using

only equations or technical vocabulary. Nevertheless, in dealing with materi-
alists we tend to reach an impasse, since in speaking about phenomena, how-
ever much a part of ordinary experience, which are not easily or at all reducible
fo numbers, we are at risk of being accused of speaking of unreal things.
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To make any headway, then, we must start not with the question of what com-
puters can “understand,” but with what they can do. That is, what can a com-
puter compute? What can it give as output? Are there certain l;roblems to which
a computer is incapable of printing out an answer, but to which a human bein
can supply one? This is the kind of question that is involved in the argument pugt
fl(;l C\]V;l] 1(11:})(; ltilte lg)ol:i?slgéall:re(;iol;l? L'u'cas‘, and later refined by the mathematician

d phys ger Pe , that aims to prove that human mental processes
are not simply those of a computer. This argument takes as its starting point a
powerful result in logic called Godel’s Theorem.? Gédel's Theorem als ori i(-
nally formulated, referred not to computers but to “formal systems’” l'h’]tgiS
to branches of mathematics that had been completely reduced to ;yml;oli‘c,
]tz;litzlngg.Cljlc])]\;eu\;:, tl.iere' is 1 v-elry inﬂt}»mate connection bet\.veen formal Sys-

. programs or algorithms. Both are essentially mechanical
schemes of symbol manipulation. In fact, several years after Godel proved his
famous theorem about formal systems, similar theorems were proven about
computers by Alan Turing and others. I shall therefore not bother to distinguish
in the following discussions between formal systems and computer progmgms:

It is not hard to explain the gist of the Lucas-Penrose araument, as | 'llEI'G‘TCi ;
noted in chapter 3. In essence, Godel showed that if one L‘nt(;w the I;mgrzclm ’cch'a)t
a computer uses, one can in a certain sense outwit the computer. What Lucas
and Penrose argued is that if we ourselves were just computers we would be abie
to know our own programs and thus outwit ourselves, which is clearly not pos-
31‘ble. This is the.Lucas—Pem'ose argument in a nutshell. In what follows, 1 shall
give a more precise account of both of Gédel’s Theorem and the Lucas-Penrose

argument. In appendix C, I give a more mathematical account of how Godel
proved his theorem.

WaaT GODEL SHOWED

The theorem proved in 1931 by the Austrian logician Kurt Gédel is about for-
mal systems that have at least the rules of arithmetic and simple logic built into
.them. Such systems can be either “consistent” or “inconsistent.” '%his is a very
important distinction to understand, because Gédel's Theorem applies only to
consistent formal systems. A system is called inconsistent if it is possible using
its rules, both to prove some proposition and to prove its contrary. For exe;m Jleb
arithmetic would be inconsistent if we could prove both that a = b a‘nd tlh"lé
a # b. (The symbol # means “is not equal to.") A system is called consistent ocn
ther?ther hand, if no such contradictions can arise in it. ,

l‘ here is a very important fact about inconsistent formal systems: if any con-
tradictory statements can be proven, then all contradictory statements can be
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proven. This may be surprising, but it actually follows from the rules of ele-
mentary logic. Rather than explaining how one shows this in general, L will give
an example. Suppose I set up the rules of arithmetic (badly) so that I can prove
that 1 = 0. Using that one inconsistency, I can prove all arithmetic statements,
whether they are true or false. For example, I can prove that 13 =7.To do that,
just take 1 = 0, and multiply both sides by 6, to get 6 = 0. Then Ijustadd 7 to
both sides to get 13 = 7.

In other words, a formal system cannot be just a little inconsistent; ifitis
inconsistent, it is inconsistent all the way, thoroughly, radically, completely. In
an inconsistent formal system anything that can be stated in that system can be
proven using its rules.

There is an amusing story which illustrates this logical fact and which also
shows how quick-witted the philosopher Bertrand Russell was. Russell, who did
important work in logic as well as philosophy, was asked by an interviewer
whether, given the fact that anything can be proven in inconsistent systems, he
could use the statement “2 = 17 to prove that he (Russell) was the pope. Rus-
sell instantly proceeded to do just that. Consider (he said) a room containing
2 people, namely Bertrand Russell and the pope. Now, since 2 =1, it is also
true to say that there is only 1 person in the room. Since Russell is in the room,
and the pope is in the room, and there is just I person in the room, then Rus-
sell and the pope must be the same person.

From the fact that any proposition which can be stated in an inconsistent for-
mal system can be proven using its rules, a rather surprising conclusion follows:
If we can find even one proposition that can be stated in a formal system but that
cannot be proven using its rules, then we know that that system is completely
consistent.

Having this basic distinction between consistent and inconsistent formal sys-
tems under our belts, we can say what it is that Godel proved. What Godel
showed? is that in any consistent formal mathematical system in which one can
do at least arithmetic and simple logic there are arithmetical statements which
can neither be proved nor disproved using the rules of that system (i.e., using its
axioms and rules of inference), but which nevertheless are in fact true state-
ments. Statements that can neither be proved nor disproved using the rules of
a formal system are called “formally undecidable propositions” of that system.

However, Gédel did much more than this. He also showed, for any particular
consistent formal system containing logic and arithmetic, how to actually find
one of its formally undecidable but true-in-fact propositions. The particular one
he showed how to find is called the “Godel proposition.”

To sum up, if F' is any consistent formal system that includes logic and arith-
metic, then Godel showed how to find a statement in arithmetic, which we may
call G(F), that is neither provable nor disprovable using the rules of F;and he fur-
ther showed that G(F) is nevertheless a true arithmetical statement.
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What Gédel proved can be carried over to apply to computer programs. For
a computer program P that is known to be consistent, and that is powerful
enough to do arithmetic and simple logic, one can find a statement in arith-
metic, G(P), that cannot be proven or disproven by that program. And one can
show that G(P) is a true statement. It is in this sense that onetljms “outwitted” ’rl‘w
computer, for one has succeeded in showing that a certain proposition is true
that the computer itself cannot prove using its program.

deel proved one more thing in his famous theorem.* He showed that the
consistency ofa formal system is itself undecidable using the rules of that system
That s, if a formal system (or computer) is consistent, it cannot prove that it 15

THE ARGUMENTS OF LUCAS AND PENROSE

In 1961, John R. Lucas, a philosopher at Oxford University, set forth an argu-
ment, based on Gédel’s Theorem, to the effect that the human mind cannot
be a computer program.’ He wrote,

Gécle]’s theorem seems to me to prove that Mechanism is false, that is, that
minds cannot be explained as machines. So also has it seemed t07 many éther
people: almost every mathematical logician I have put the matter to has con-
fessed to similar thoughts, but has felt reluctant to commit himself definitely
until he could see the whole argument set out, with all objections fully stated
and properly met. This I attempt to do.* M

We shall @'plgin the Lucas argument in a moment. First let me say a few
words about its history. Gédel himself, though he did not lay out the details of
an argument like Lucas’s in public, seems himself to have reached the same con-
dusion. He did not believe that the human mind could be explained entirely
in material terms. In fact, he called that idea “a prejudice of our times.”” In this
he was only too right; the prejudice that the mind is a computer has hardened
in many minds to become a dogma. It was only to be expected, therefore, that
Ludcas’s axﬁ‘gument would be generally rejected when he advanced it in the 179605,
;2]dtgggii\ggﬁdiIiltaexl/]ei;;tlilceex.mpact on the thinking of people who work in the

Recently, however, the eminent mathematician and mathematical physicist
Rogér Penrose (who also happens to be at Oxford) has revived Lucas’s argu'men‘t
His first book on the subject, The Emperor’s New Mind, published in 19893 pro-'
voked even more criticism than Lucas had. Much of this appeared in th(; jour-
nal Behavioral and Brain Sciences in 1990, and Penrose answered it in a second
book, Shadows of the Mind," which also stimulated much debate."" One can
best sum up the situation by saying that, while no one has succeeded in refuting
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the Lucas-Penrose argument, it has not succeeded in changing many minds. As
we shall see, there are escape clauses in the argument that the materialist can
make use of, but at the expense of diminishing the plausibility of his entire point
of view. (It should be noted that Penrose, unlike Goédel and Lucas, seems to be
a materialist himself, though an unusually open-minded one. He argues that
while the human mind is not simply a computer it might still be explicable in
physical terms in some as yet undreamt-of way.)"?

Now I will explain the Lucas argument. First, imagine that someone shows
me a computer program, P, that has built into it the ability to do simple arith-
metic and logic. And imagine that I know this program to be consistent in its
operations, and that I know all the rules by which it operates. Then, as proven by
Gédel, T can find a statement in arithmetic that the program P cannot prove (or
disprove) but which I, following Godel’s reasoning, can show to be a true state-
ment of arithmetic. Call this statement G(P). This means that I have done some-
thing that that computer program cannot do. I can show that G(P) is a true
statement, whereas the program P cannot do so using the rules built into it.

Now, so far, this is no big deal. A programmer could easily add a few things
to the program —more axioms or more rules of inference —so that in its modi-
fied form it can prove G(P). (The easiest thing to do would be simply to add
G(P) itself to the program as a new axiom.) Let us call the new and improved
program P'. Now P"is able to prove the statement G(P), just as [ can.

At this point, however, we are dealing with a new and different program, P,
and not the old P. Consequently, assuming | know that P'is still a consistent pro-
gram, | can find a Gédel proposition for it. That s, I can find a statement, which
we may call G(P"), that the program P' can neither prove nor disprove, but
which I ean show to be a true statement of arithmetic. So, T am again ahead of
the game.

However, again, this is no big deal. The programmer could add something
to P' s that it too could prove the statement G(P'). By doing so he creates a
newer and more improved program, which we may call P". This race could be
continued forever. I can keep “outwitting” the programs, but the programmer
can just keep improving the programs. Neither I nor the programs will ever win.
So, we have not proven anything. But here is where Lucas takes his brilliant step.
Suppose, he says, that [ myself am a computer program. That is, suppose that
when I prove things there is just some computer prograrm being run in my brain.
Call that program H, for “human.” And now suppose that I am shown that pro-
gram. That is, suppose that I somehow learn in complete detail how H, the pro-
gram that is me, 1s put together. Then, assuming that [ know H to be a consistent
program, | can construct a statement in arithmetic, call it G(H), that cannot
be proven or disproven by H, but that I, using Gaodel’s reasoning, can show to

be true.
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. But this means that we have been led to a blatant contradiction. It is impos-
sible for H to be unable to prove a result that [ am able to prove b;‘:cause I—I; i:s
by assumption, me. [ cannot “outwit” myself in the sense ofbein:g able to )rové
something that I cannot prove. If we have been led to a contradiction 1then
somewhere we made a false assumption. So let us look at the assumptions :Fhere
were four: (¢) [ am a computer program, insofar as my doing of mathemv'ltics i
concerned; (b) Lknow that program is consistent; (c) Ican leZm the struczure oi'
that program in complete detail; and (d)  have the ability to go through the steps
of constructing the Gédel proposition of that program. If we canbshow thzt
assumptions b, ¢, and d are valid, then we will have ihown that @ must be fals
That is, we will have shown that I am not merely a computer program. This fs
Lucas’s argument. Of course, there is nothing special about me. The sanhle argu-
ment could be made about you or other human beings. But, in any eventg'ls
long as it applies to any human being, then that human beinc; atleast, isn ’tc
mere computer. 7 ’ o

From the foregoing, we see that Lucas’s argument has possible loopholes
or avenues of escape, that can be used by those pitiable people who cling to thé
behef that they are computers. They can, instead of denying a, deny the '1gssum -
tions 'b, ¢, or d of the proof. I have given here the argm;]ent e;s Lchas O;i‘:’iﬂ'lll] /
gave it. Roger Penrose presents it in a version that is slightly different amdbinchi)s
view somewhat stronger. He has also given answers to the numerous objections
that have been raised against it. e

AVENUES OF ESCAPE

[ cannot possibly discuss here every version of every objection that has been
raised to the Lucas-Penrose argument or every way of attempting to escape its
conclusions. T will, however, try to make clear what the main issues are :
Let us start with the avenue of escape for assumption c: that a humaﬁ bein
cannot know his own computer program. As a practical matter, this is Luf
doubtedly true, In the first place, to understand the structure of anyy partilcular
human brain in complete detail would almost certainly entail proéedures that
would be so invasive as to destroy the brain in question. Thus, it is hard to see
how a person could know his own brain’s program. Nevertheles;, a person might
be able to discover the program of someone else’s brain, and it might be arg;ed
that all human brains work in basically the same way; but this last boint
tainly be disputed. ' 7 A
Howeyer, [ think there is a much better answer. If our thinking is really just
the running of a computer program, it does not matter for the Lucas argument
what kind of machine that program is run on. The same program can run on a
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computer that uses vacuum tubes, or silicon chips, or neurons. One can cer-
tainly imagine a world in which the very same program that my brain uses is run
on a kind of machine whose internal parts and programming are easily open to
self-inspection. That machine (according to the materialist viewpoint) ought
to be able to prove the same things that [ can prove. But that machine, unlike
myself, could know its own structure without any invasive or destructive proce-
Jures. The Lucas-Penrose argument can be applied to that machine to reach
the same contradiction as before, but without escape avenue c.

Now let us turn to the escape avenue for assumption d. Suppose that I am
able to have access to complete information on the structure of my brain’s pro-
gram. ls it not possible that the quantity and the complexity of that information
is so great that I would die of old age before I was able to analyze it and construct
the appropriate Godel proposition for it? Again, this objection is based upon the
details of how my body and brain are constructed, and in particular upon the
fact that T will die of old age. There is no reason, however, that my program
could not, in principle, be run ona machine that was far more durable and reli-
able in an engineering sense than I am.

A more significant objection is based on the possibility that the Gadel propo-
sition of the human program, G(H), is so complex that the human mind simply
does not have the capacity to construct it. This is another version of escape
avenue d. This objection is based on a possible limitation of the human program
itself rather than of the human machine that runs it. The idea that the finiteness
of the human mind might prevent it from analyzing its own program in the way
supposed in the Lucas-Penrose argument has some plausibility. The issue has
to do with how complicated G(H) is. This is a quantitative question, and can
therefore be analyzed mathematically. Penrose has done this and concludes that
the degree of complexity of G(H) would be virtually the same as that of H itself,
50 that if a brain can learn what its own program s, it can probably also do the
computations necessary to construct its Godel proposition.”

Aside from the technicalities of Penrose’s analysis of this question, there is a
more basic consideration. How likely is it that natural selection could have pro-
duced a program so complicated that it defies human analysis even given an
unlimited amount of patience and time? (Recall that we can always do the Lucas-
Penrose argument assurning that the human program is run on a machine that
does not wear out.) Our forebears are supposed to have diverged from those of
chimpanzees about 6 to 8 million years ago. So within a few hundred thousand
generations humans developed the ability to do abstract mathematical reasoning.
In fact, that breakthrough certainly happened much more recently. The genus

Homo has only been around for about 2 million years, and Homo sapiens has
only been around for a few hundred thousand years, or about ten thousand gen-
erations.) Moreover, from generation to generation the changes in the structure
of the brain and its program were presumably fairly slight, and these changes
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were governed by a haphazard process of trial and error. It seems highly implau-
sible, therefore, that a physical structure constructed in this blundering way in
a limited period of time could not, even in principle, yield to an intbelliuent
analysis which had unlimited time at its disposal. (Again, we are assuming acbcess
to complete information about the actual physical structure of the brain.)
‘We‘come now to the escape avenue for assumption b. The most popular

‘ob;ectlvon to the Lucas-Penrose argument seems to be that human beings are
inconsistent computer programs, or at least do not know themselves to be con-
sistent. At first glance this seems incontestable. After all, who is it that has never
reasoned inconsistently or made mistakes in mathematics?

. In response to this objection two points must be made. The first is that there
is a difference between a computer that is using a truly inconsistent program and
one that, though using a consistent program, malfunctions because of interfer-
ence with its normal scheme of operation. A computer which has a perfectly
consistent program for doing arithmetic may nevertheless give a wrong answer
if, for example, a cosmic ray switches a bit from “0” to “1” in its memory, or if
some circuit element or chip develops a physical flaw, due perhaps to ’eyxces—
sive heﬁat It seems plausible to suppose that many human errors, such as those
that arise from fatigue or inattention, are due to malfunctioning.

. Thﬁ? second point is that if we are programs that are really, in themselves
inconsistent then we must be radically inconsistent, as I explained before. A trul};
%IIF‘OIlSlStEI]t program or formal system can prove anything whatever. Indeed, it
is just for that reason that it evades the Lucas—Penrose/ argument. That aroume7nt
was based upon the inability of H to prove G(H); butif H is inconsistest it can
prove anything. Thus, an inconsistent program is vastly more powerful than a
consistent one, just as a liar is able to assert more things than an honest person
can. But while more powerful, in a sense, an inconsistent program is also quite
helpless, for it cannot recognize its own mistakes. An inconsistent program would
be just as able to prove that 2 + 2 = 17 as that 2 + 2 = 4, and would not have
any way to tell which answer to prefer. It would, therefore, be equally satished
with either result. It is quite otherwise with humans. We do make mistakes in
our sums, but we can also spot those mistakes, or have them pointed out to us
and recognize that they are mistakes. As Lucas observed, ’

.If we are really inconsistent machines, we should remain content with our
inconsistencies, and happily affirm both halves of a contradiction. Moreover
we would be prepared to say absolutely anything— which we are not. . .. Thi;
surely is a characteristic of the mental operations of human beings: they are
selective; they do discriminate between favoured —true —and unfavoured —
false —statements; when a person is prepared to say anything, and is prepared
to contradict himself without any qualm or repugnanc"e, then he is adjudged
to have “lost his mind.” Human beings, although not perfectly Consistent,:lre
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is. For instance, I claim to know that 1 is not equal to 0. Moreover, I also claim
to know that no argument that T would recognize as a valid one would ever lead
me to conclude that [ is equal to 0. Or, rather, if T ever did fall for somne fallacy
that implied that 1 = 0, T would at least be able to recognize it as a fallacy. This
I claim to know about myself, and I believe that any reasonable person knows
this about himself too. And if T know this,
sistent program.

What, then, do | say to someone who points out that [ have often claimed to
know something in the past only to have it shown that I was in error? If my cer-
tainty was illusory in the past, then is it not possible that all my certainties may
be illusory? Not necessarily. We often speak rather loosely about certainty. In
many cases we mean simply a practical or “moral” certainty, as in our certainty
that the Sun will come up tomorrow, not a real certainty as in a certainty that
I#0. In addition, there are times when we are delusional. When asleep, for
example, we sometimes dream that we are awake. In fact, in our dream we may
even feel quite confident that we are awake. Notwithstanding this, I think few
people would deny that there are times when we really do know that we are
awake, and know that we are not deluded in fhinking so. This is a paradoxical
fact, perhaps, but a fact nonetheless.

One of the amusing aspects of the debate about the Lucas-Penrose argument
is that many of those who claim that human beings are inconsistent programs,
and who therefore are committed to the view that genuine certainty is impos-
sible, nevertheless act as though they are quite certain of one thing—namel
that the Lucas-Penrose argument is wrong!

hen I know that I am not an mncon-

y

Itis very interesting that one of the most common objections made against
the Lucas-Penrose argument involves the claim that human |

beings are funda-
mentally inconsistent. It i strange that in making this objection many materi-

alists feel that they are fighting the good fight against what they regard as the
superstitious idea of a “soul.” It used to be that those who rejected religious tenets
usually did so in the name of human reason. They called themselves “ration-
alists.” But the new kind of skepticism is willing, in order to debunk the spiritual
inman, to call into question human reason itself. According to this view, we are
noteven supposed to be able to trust ourselves about the simplest truths of arith-

metic. G. K. Chesterton, with prophetic insight, saw where things were hea
almost a century ago:

ding
Huxley preached a humility that is content to learn from Nature. But the new
sceptic is so humble that he doubts if he can even learn. . .. We are on the
road to producing a race of men too mentally modest to believe in the mul-
tiplication table. We are in danger of seeing philosophers who doubt the law
of gravity as being a mere fancy of their own. Scoffers of old were too proud
to be convinced: but these are too humble to be convinced 16



